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Abstract

In this paper we present a complete pipeline for image based modeling of objects using a camcorder or digital camera. Our system takes an uncalibrated sequence of images recorded around a scene, it automatically selects a subset of keyframes and then it recovers the underlying 3D structure and camera path. The following step is a volumetric scene reconstruction performed using a hardware accelerated voxel carving approach. From the recovered voxelized volume we obtain the depth images for each of the reference views and then we triangulate them following a Restricted Quadtree meshing scheme. During rendering, we use a highly optimized approach to combine the available information from multiple overlapped reference images generating a full 3D photorealistic reconstruction. The final reconstructed models can be rendered in real time very efficiently, making them very suitable to be used to enrich the content of large virtual environments.
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1 Introduction

In this paper we present a complete pipeline for extracting a 3D volumetric representation of an object from a set of calibrated images taken with a digital camera or handheld camcorder. This reconstruction is then processed using a projective texture-mapped depth mesh model description and we provide an efficient rendering algorithm obtaining high quality images in realtime.

Since the very beginning of computer technology, the possibility of reproducing the real world for simulation purposes has been a primary goal of researchers. The growth of computer graphics technology has generated an important demand for more complex and realistic 3D content. However, even though the supporting tools for complex 3D model creation are more powerful (but also more expensive and difficult to use), obtaining realistic models is still difficult and time consuming.

In recent years Image Based Modeling and Rendering techniques have demonstrated the advantage of using real image data to greatly improve rendering quality. New rendering algorithms have been presented that reach photo-realistic quality at interactive speeds when rendering 3D models based on digital images of physical objects and some geometric information (i.e. a geometric proxy). While these methods have emphasized the rendering speed and quality, they generally require an extensive preprocessing in order to obtain well calibrated images and geometric approximations of the target objects. Moreover, most of these algorithms heavily rely on user interaction for the camera calibration and image registration part or require expensive equipment such as calibrated gantries and 3D scanners.

2 Pipeline Description

Our goal is to extract 3D geometry and appearance information of the target objects in the scene, based on given camera locations and their respective images. Different approaches such as photogrammetry, stereo vision, contour and/or shadow analysis techniques work with similar assumptions. Figure 1 illustrates the block diagram of the proposed pipeline for the image based 3D model reconstruction from images problem.

The complete pipeline starts with an initial calibration process of the images themselves, in order to recover the camera internal and external parameters. The next step in the pipeline is a scene reconstruction to obtain a complete model representation that can be used to render novel views of the object. Depending on the chosen representation for the model, solutions ranging from point based approaches to complete 3D textured meshes are available in the literature ([Pollefeys 1999], [Sainz 2003]). We propose a novel model representation that consists of set of textured depth meshes obtained from a voxelized reconstruction and that uses the images as overlapping texture maps. During rendering, our approach efficiently combines all the images as view-dependent projected texture maps obtaining photorealistic renders at interactive speeds.

2.1 Camera Calibration

The first step of the pipeline consists of recovering the 3D geometry of a scene from the 2D projections of measurements obtained from the digital images of multiple reference views, taking into account the motion of the camera. The proposed calibration approach [Sainz et al. 2003] is based on a divide and conquer strategy that automatically fragments the original sequence into subsequences and, in each of them, a set of key-frames is selected and calibrated up to a scale factor, recovering both camera parameters and structure.
of the scene. When the different subsequences have been successfully calibrated a merging process groups them into a single set of cameras and reconstructed features of the scene. A final non-linear optimization is performed in order to reduce the overall 2D re-projection error.

2.2 Volumetric Scene Reconstruction

In order to reconstruct the volume occupied by the object in the scene we have improved the approach presented in [Sainz et al. 2002], that is based on carving a bounding volume using a color similarity criterion. The algorithm is designed to use hardware accelerations from the videocard. Moreover, the data structures have been highly optimized in order to minimize run-time memory usage. Additional techniques such as hardware projective texture mapping and shadow maps are used to avoid redundant calculations.

2.3 Object Modeling

The final representation of the reconstructed object is based on an efficient depth-image representation and warping technique called DMesh ([Pajarola et al. 2003]) which is based on a piece-wise linear approximation of the reference depth-images as a textured and simplified triangle meshes. During rendering the algorithm selects the closest reference views to the novel viewpoint, and it renders them and combines the result using a per-pixel weighted sum of the respective contribution, obtaining the final colored image. This weighted sum and the corresponding final normalization are achieved in real-time using the programmability of the actual GPU’s.

2.4 Results

We present the monster dataset(see Fig. 2) that consists of a set of 16 still images of 1024x1024 pixels each taken from an object on a turntable. A manual tracking process of the fiducials on the surface of the object is performed to obtain the proper calibration of the images using our approach.

The volumetric reconstruction starts with an initial volume of 250 x 225 x 170 (9562500 voxels), and using five manually selected frames from the initial set, it produces in 43 iterations and 3.5 min. a final reconstruction of 1349548 voxels (a 14% of the initial volume). The DMesh final model is presents an average of 36000 faces per reference view and they are rendered and combined at 400 frames per second.
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Figure 2: From top to bottom: the original 16 frames of the monster dataset; the calibrated camera path; the reconstructed volume without coloring and a novel rendered view of the object using the DMesh approach.